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ABSTRACT: Growth of the area of opinion 

mining and sentiment analysis has been fast  and 

aims to explore the opinions or text present on 

different platforms of social media through 

machine-learning techniques with sentiment, 

subjectivity analysis or calculations of polarity. 

Despite the use of varioustechniques of machine-

learning and tools for sentiment analysis during 

elections, there is a dire need for a state-of-the-art 

approach. To overcome these challenges, the 

contribution of this paper includes the selection of 

a hybrid approach that involves a sentiment 

analyzer that includes machine learning. Moreover, 

proposed work also provides a comparison of 

techniques of sentiment analysis in product or any 

category news by applying different types of 

machine-learning algorithms such as Naïve Bayes, 

Logistics regression, Random Forest, Decision 

Tree and support vector machines (SVM). 

Keywords: Sentiment Analysis, Online Product 

Review 

 

I. INTRODUCTION 
Nowadays, millions of customers gain 

opportunities to compare similar products and pick 

their favorites in digital retailers, such as 

Amazon.com and Taobao.com. Customers, 

especially novices, often make comparisons, find 

the pros and cons among the competitors, and 

choose the most suitable ones. On the other hand, 

product designers are required to understand 

customer choices on alternatives regarding their 

compliments and complaints. Perhaps one simple 

approach to understand the pros and cons among 

competitors is to read online reviews of different 

products. Product online reviews provide rich 

information about customers' concerns and they 

allow designers to get a general idea regarding 

competitors which may assist to improve products. 

How to utilize online reviews directly in 

engineering design has also been explored. Wanget 

al.(2011) utilized a three-step method for customer-

driven product designs election by analyzing online 

reviews. In the first step, product feature  were 

extracted. In the second step, a hierarchical 

customer preference model was developed by using 

a Bayesian linear regression method in which 

product ratings, category ratings,attribute ratings 

and product specifications were considered. An 

optimization problem was formulated in the last 

step to maximize the potential profit by considering 

constraints of engineering characteristics (ECs). 

Recently, based on product online reviews,an 

ordinal classification approach was advised to 

prioritize ECs for QFD(Jin etal.,2014).It is a 

pairwise approach in which customer online 

opinions are deemed features and the overall 

customer satisfaction is the target value. In addition 

to, an integer linear programming model is 

suggested to convert the results from pairwise 

technic in to the original customer satisfaction 

ratings. 

[4]This paper presents a design of 

sentiment analysis framework. The input of the 

framework is a selection of OPRs published by 

customers on the e-commerce platform (e.g., 

Amazon.com), whereas the output is a set of 

categorized customer opinions towards the product. 

The framework is characterized by an integration 

of key natural language processing (NLP) 

techniques and machine learning algorithms. Most 

importantly, a structured computational process, 

known as the Machine Model, is prescribed to 

automatically perform sentiment analysis on given 

OPRs. A case study is presented to showcase 

effectiveness of the framework. Specifically, the 

Machine Model is compared to a Human Model, 

with human-generated output, in terms of their 

design performance of analyzing the same set of 

product reviews. The Human Model serves as the 

control to evaluate the effectiveness of the Machine 

Model. The two sets of results showcase how 

designers  can use the Machine Model to generate 

CNs and assess its accuracy relative to 

sophisticated human cognition. 
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In  my base methodWSTM(word-pair 

Sentiment Topic Model) is used to classify the data 

and give the result as positive or negative review 

which is given by the user at online for there 

personal point of view. In that base paper “A Short 

Text Sentiment-Topic Model for Product 

review[1]” Accuracy is 65% About prediction. 

 

Two approaches of Sentiment Analysis[2] 

1. Supervised approaches or machine 

learningmethod: 

Machine learning is the most prominenttechniques 

to gaining researchers interest [10] due to 

itsunderstanding and accuracy. This method done 

in three stages: (i) Data collection (ii) Pre-

processingand (iii) Training data Classification [9]. 

 

2. Unsupervised (or lexicon-based) 

Lexical analysis calculates the sentiment from 

thesemantic orientation of words [8] or phrases 

thatoccur in a text. In this approach a 

dictionarycontaining positive and negative words 

that arematched with the words given in 

tweet.However, these techniques totally depend on 

lexicalresources [6] which are concerned with 

mappingwords [7] to a categorical (positive, 

negative, neutral)or numerical sentiment score. In 

this method theunigrams, which are found in the 

lexicon [9] areassigned a polarity score. 

 

Dataset: 

For the purpose of Predicting result as 

positive or negative we have to apply different 

technics or method different database or dataset. 

Now a days many dataset are there like Amazon 

alexa, amazon product, yelp dataset, Twitter live 

dataset. 

These All  dataset are large amout of 

records for particular field and related information 

of it. We apply different technic for classify the 

data. It will generate an result of positive or 

negative polarity sign for given review by user. 

 

II. METHODOLOGY AND 

ALGORITHMS 
An Online product models use of several 

data mining techniques, like machine learning 

algorithm. To determine the polarity of given input 

review from user.Sentiment Analysis techniques 

that are very useful to predict the product review. 

these techniques also have their disadvantages. 

These techniques are as below: 

 

(1) DecisionTree: 

Decision tree is supervised classification 

technique which builds tree structure data format. 

The datasets are divided into sub nodes. Internal 

node represent test on attribute, branch node 

represent outcomes and leaf node represent 

decision taken after computing all attributes. 

 
Fig. Decision Tree 

 

(2) NaïveBayes: 

Naive Bayes is a statically and probabilistic 

classifier by which we can find the probability of A 

happening, given that B has occurred where A is 

hypothesis and B is evidence. 

 

 

Eqution of naïve bais is  

P(A/B)=P(B/A)P(A)/P(B) 

 

(3) Support VectorMachine: 

 [4]SVM is another popular algorithm 

used for classification [3]. Each data element is 

plotted in an n-dimensional space, assigningthe 

element a vector coordinate [5]. Then SVM 

algorithm formswhat is known as a hyperplane to 

differentiate one class of datafrom another. 

 

 
Fig. Support Vector Machine 
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(4) RandomForest: 

Random forest is all about  the collection 

of decision trees which join to create  a forest. It is 

an supervised machine learning classification 

algorithm. It is not affected by missing values and 

noise present in input data. Larger amounts  of 

trees provide more accurate result than a single 

decision tree. 

 
Fig. Random Forest classifier 

(5) LogisticRegression: 

Logistic Regression is best for binary classification 

[2]. It givesresult in binary format that means „0‟ or 

„1‟ or „True‟ or „False‟. It is also called supervised 

classification model. 

 

(6) LDA Model: 

[11]LDA model was developed  by Blei et 

al. [12] in 2003. LDA model is a three-tire  

Bayesian probability model including document, 

subject and word. It shows a document as the 

probability distribution composed of multiple 

topics, and each topic can be regarded as a 

probability distribution involving many words. 

LDA model uses the hypothesis of word bag 

model. A document is regarded as a word 

frequency vector, which converts text information 

into digital information without considering the 

order of words. The hypothesis provides the 

improvement direction of the model. 

 

III. LITERATURE SURVEY 
 

Author Year Dataset Methods 

Shufeng Xiong, Kuiyi Wang, 

Donghong Ji, Bingkun Wang 

2018 JINGDONG WSTM(word-short sentiment 

topic model) 

Lin Li 2016 Amazon Product data TF-IDF, 

Dependancy parsing 

Paramita Ray, Amlan 

Chakrabarti 

2017 ---- Lexicon Method 

LIPING YU, LIMING 

WANG at al. 

2019 Chinese hotel reviews Fine-grained Topic 

Sentiment Unification (FG-

TSU) model 

ANH-DUNG VO , QUANG-

PHUOC NGUYEN , 

CHEOL-YOUNG OCK 

2018 SemEval-2016 Laptop 

dataset 

NLP tools, DP tools, C-R 

Tools 

Jian-Wu Bi , Yang Liu , Zhi-

Ping Fan  

2019  

            ---- 

Interval Type-2 fuzzy 

Xing Fang* ,Justin Zhan 2015 Amazon Pos tagger, svm 

Robert Ireland, Ang Liu* 2018 Amazon NLP  

 

IV. CONCLUSION 
In this review paper, we discussed about 

different data mining techniques by which we can 

analyses sentiments of user on product review 

using different datasets. The accuracy depends 

upon data mining technic and algorithms.  
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